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Abstract Properly predicting the rapid transition from shallow to precipitating atmospheric convection
within a diurnal cycle over land is of great importance for both weather prediction and climate projections. In
this work, we consider that a cumulus cloud is formed due to the transport of water mass by multiple updrafts
during its lifetime. Cumulus clouds then locally create favorable conditions for the subsequent convective
updrafts to reach higher altitudes, leading to deeper precipitating convection. This mechanism is amplified by
the cold pools formed by the evaporation of precipitation in the sub‐cloud layer. Based on this conceptual view
of cloud–cloud interactions which goes beyond the one cloud equals one–plume picture, it is argued that
precipitating clouds may act as predators that prey on the total cloud population, such that the rapid shallow–to–
deep transition can be modeled as a simple predator–prey system. This conceptual model is validated by
comparing solutions of the Lotka‐Volterra system of equations to results obtained using a high‐resolution large‐
eddy simulation model. Moreover, we argue that the complete diurnal cycle of deep convection can be seen as a
predator–prey system with varying food supply for the prey. Finally, we suggest that based on the present
conceptual model, new unified cloud‐convection parameterizations can be designed which may lead to
improved representations of the transition from shallow to precipitating continental convection.

Plain Language Summary The rapid transition from shallow to precipitating convection over land is
still poorly represented by weather and climate models. In this work, we argue that this is due to the fact that the
convective parameterization schemes only consider the interaction between the clouds and their environment,
which is a slow process, and do not consider cloud–cloud interactions during the transition, which is a fast
process. We show that this latter interaction can be modeled as a predator–prey process, and we show how a very
simple dynamical model for cloud population can lead to improved prediction for the precipitation rate and
cloud cover over land.

1. Introduction
Atmospheric convection transports heat and moisture from the surface throughout the troposphere creating
cumulus and cumulonimbus clouds that are responsible for the water cycle in the atmosphere and have a strong
radiative effect that can lead to either warming or cooling of the atmosphere. Shallow cumulus clouds are non–
precipitating, or weekly precipitating convective clouds that form when the convective updrafts from the
boundary layer reach the lifting condensation level but are unable to reach higher altitudes as they lose their
buoyancy very quickly. Predicting shallow clouds is important for climate predictability as they cover a large part
of the Earth and they reflect an important fraction of the solar radiation back into space so that they have a strong
cooling effect on the climate system. When the atmosphere is unstable and the convective updrafts are able to
reach the level of free convection (LFC), deep, precipitating convection is initiated. The deep convective clouds
(congestus and cumulonimbus) precipitate, and re–stabilize the atmosphere as they warm and dry their envi-
ronment. Since the cumulonimbus clouds are responsible for the formation of cirrus clouds, they also play an
important role in controlling the radiative budget of the Earth, as the cirrus clouds have a net warming effect.
Therefore, the manner shallow and deep convective clouds are represented in climate models has a significant
impact on climate predictions.

In general, the presence of a convective inhibition (CIN) layer prevents boundary layer updrafts from sponta-
neously reaching their LFC and slows down the development of deep precipitating clouds: in this situation,
shallow cumuli develop first and contribute to the creation of conditions favorable to deep convection. The
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transition from shallow to precipitating convection can be considered of two types: (a) a slow transition when at
the beginning the atmosphere is not unstable enough to sustain the development of precipitating convection, and
the shallow cumuli slowly moisten the atmosphere until the environment is unstable enough to allow the clouds to
grow deeper and precipitate (Champouillon et al., 2023; Yano & Plant, 2012b), which is a process that takes
typically a few days; (b) a rapid transition in which the atmosphere is already unstable but deep precipitating
convection still takes a few hours to develop. This rapid transition usually occurs over the tropics where the
atmosphere is always unstable (Hohenegger & Stevens, 2013). In a diurnal cycle over land, the rapid transition
has been documented by several authors (Grabowski, 2023; Grabowski et al., 2006; Khairoutdinov & Ran-
dall, 2006; Kurowski et al., 2018; Savre & Craig, 2023). In this particular case, the transition starts when the CIN
becomes small, and it takes around 3–4 hr for precipitation to properly develop, despite having a very large
convective available potential energy (CAPE) from the beginning. In this study, we focus on the second kind of
shallow–to–deep transition.

Although in recent years many studies investigated the physical processes controlling the rapid transition from
shallow to precipitating convection (Kurowski et al., 2018; Peters et al., 2022; Powell, 2022; Rochetin et al., 2014;
Schiro & Neelin, 2019), weather and climate models still predict the onset of deep precipitating convection to
occur around 2–5 hr earlier when compared to observations (Christopoulos & Schneider, 2021; Song et al., 2024)
or large–eddy simulation (LES) (Bechtold et al., 2004; Couvreux et al., 2015; Grabowski et al., 2006; Harvey
et al., 2022; Tao et al., 2023) within a diurnal cycle over land. That is because the convective parameterization
schemes immediately switch to deep convection when CIN is very small and CAPE is large, although in reality,
even when these conditions are met, the transition still takes a few hours (an effect which is called convective
memory), or may not even occur within a diurnal cycle (Khairoutdinov & Randall, 2006; Nelson et al., 2021; Tian
et al., 2021; Zhuang et al., 2017).

The majority of convective parameterization schemes used in climate models are based on the so–called mass–
flux parameterization. The objective of these parameterizations is to find the mass flux of the clouds and to
provide feedback to the large–scale resolved by the model. The mass–flux formulation separates closure, trig-
gering, and plume model. It is based on the idea that the clouds, or the whole ensemble of clouds, can be modeled
as steady–state plumes. In the picture used by these formulations, a convective cloud is formed by only one
entraining plume, which only entrains environmental air described by the mean resolved state (Arakawa, 2004;
Plant, 2010; Yano, 2014). Thus, the mass flux is estimated in these parameterization schemes only by considering
the large–scale state, neglecting any cloud–cloud interaction or heterogeneity within a given grid box. As the mass
flux only changes with the slow change of the large–scale state, these schemes are unable to catch any rapid
transition from shallow to precipitating convection (Bechtold et al., 2004). At the time Arakawa and Schu-
bert (1974) formulated their parameterization, the grid box and the time–stepping used by climate models were so
large that over the tropical ocean one could consider that at all times within a grid–box there is a spectrum of
shallow and precipitating clouds that are in quasi–equilibrium with their environment. Many operational
parameterization schemes still follow the original mass–flux formulation introduced by Arakawa and Schu-
bert (1974) (e.g., Bechtold et al., 2014; Kain & Fritsch, 1993; Rio et al., 2019). However, nowadays, climate
models have much finer resolutions, both in space and time, and the quasi–equilibrium is therefore not satisfied in
every grid box at every time step (Davies et al., 2013; Donner & Phillips, 2003; Jones & Randall, 2011). To
improve the representation of atmospheric convection in numerical models with high temporal resolution, several
prognostic closures for the convective mass flux with relaxed quasi–equilibrium have later been formulated (e.g.,
Moorthi & Suarez, 1992; Pan & Randall, 1998; Wagner & Graf, 2010; Yano & Plant, 2012a).

In general, the time evolution of the convective mass flux at cloud base Mc, where Mc = ρ0σcwc, can be writ-
ten as:

dMc
dt

= ρ0σc
dwc
dt

+ ρ0wc
dσc
dt
, (1)

where t is the time, ρ0 is the atmospheric density at the cloud base, σc is the convective cloud cover, and wc is the
convective updraft velocity of the convective clouds. The mass‐flux parameterizations usually consider that σc is
constant, and thus, only the first term on the right‐hand side (rhs) of Equation 1 is important. Although the
traditional mass–flux formulations do not make the assumption that σc is constant in an explicit way, such an
assumption can be easily justified if the grid box and the time step are very large, such that the fluctuations in σc
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are subgrid, and the increase in cloud population in a small subdomain is compensated by the decay of clouds in
another small subdomain. Therefore, in the mass–flux parameterization schemes, the triggering of individual
convective clouds is not considered, but rather the whole spectrum of clouds that slowly interacts with the large–
scale environment (Yano et al., 2013). It should also be noted that parameterization models that implement a
momentum equation for wc in which the assumption that σc is constant is made in an explicit way have been
formulated (e.g., Bechtold et al., 2001; Bretherton et al., 2004; Donner, 1993). This approach is also considered by
the so‐called eddy‐diffusivity mass‐flux formulations, which represent the local turbulent mixing with an eddy‐
diffusivity closure, and the non‐local convective transport by a mass‐flux approach, in which the mass flux is
generally modeled by solving a plume model for the updraft velocity wu, while σc is usually assumed constant
(Hourdin et al., 2002; Siebesma et al., 2007; Teixeira et al., 2023; Vraciu, 2024). As in the original mass–flux
formulation based on quasi–equilibrium, the prognostic formulations of Pan and Randall (1998) also consider
a constant σc, and a plume that only interacts with a homogeneous environment. Conversely, Yano and
Plant (2012a, 2012b) assume that the time evolution of the mass flux is only controlled by the convective cloud
cover, but it also considers the steady–state plume model while completely neglecting any cloud–cloud
interaction.

Within a diurnal cycle over land, however, if the atmosphere is already unstable in the morning, the convection
develops quite rapidly, while the cloud environment remains rather steady during the day (Tian et al., 2021). In
such cases, one can no longer assume that the convection only interacts with the environment, and thus,
convective memory might be important (Colin & Sherwood, 2021; Colin et al., 2019; Daleu et al., 2020; Hwong
et al., 2023). Although the above mentioned prognostic formulations also introduce convective memory into their
formulation, this is achieved based on somewhat ad‐hoc relations, and not fully based on physical considerations.
The main assumption in these prognostic formulations is thatMc does not respond immediately to changes in the
large–scale state. However, it is not clear why such an assumption about the closure might be true for a steady–
state plume model that only interacts with a homogeneous environment. In the present work, we note that the
updraft velocity at cloud base only exhibits a slow change during the rapid shallow–to–deep transition over land
(e.g., Figure 15 of Kurowski et al. (2018)), whereas the cloud fraction of the precipitating clouds evolves from
zero in the morning to a maximum around noon, and thus, for this particular case, the second term in the rhs of
Equation 1 becomes significant (as for Yano and Plant (2012a, 2012b)). Thus, the scope of this study is to find a
dynamical system able to represent the evolution of σc during the rapid transition from shallow to precipitating
convection, provided the updraft velocity at cloud base can be considered constant.

There is a special family of models for convection and clouds based on the predator‐prey concept that relates to
this study. Nober and Graf (2005) introduced a promising spectral model for convection in which the various
cloud types are competing for atmospheric instability according to a Lotka–Volterra predator‐prey model. This
spectral approach reminds us of the classical model by Arakawa and Schubert (1974), but in addition relaxes the
quasi‐equilibrium assumption. This model allows for cloud‐cloud interactions, but unfortunately, in an indirect
way, through the impact of each cloud on the mean profiles. Wagner and Graf (2010) extended the previous
Lotka‐Volterra model to incorporate a cloud model with entrainment for the cloud populations, and proposed a
derivation following Pan and Randall (1998), which has been contested by Plant and Yano (2011). In the model
by Koren and Feingold (2011) and Feingold et al. (2015) for stratocumulus clouds, rain acts as a predator on
clouds, and the interaction is mediated by aerosol concentration. This model has the advantage of having an
explicit time delay in the equations, but it is not tailored for deep convection. Colin and Sherwood (2021) also
formulate a Lotka–Volterra model, in which convection and the small‐scale convective heterogeneity (such as
cold pools and updrafts) prey upon large‐scale atmospheric instability, which creates a delay and memory in
convective development. Their equations end up similar to those in the discharge‐recharge cycle by Yano and
Plant (2012a), and some concepts are connected to Nober and Graf (2005). Their model manages to capture the
behavior of idealized perturbation experiments, and relates to the idea of a memory based on thermodynamic
structures. Neggers and Griewank (2021) proposed a framework to introduce convective cloud population dy-
namics into models, and in particular, they have tested a predator‐prey interaction. Their framework is appealing,
but it is not directly applied to the type of cloud‐cloud interactions we focus on here.

The advantage of predator‐prey models is that they borrow from population dynamics, they can easily include
convective memory in time and interactions in space, and they are a bottom‐up approach for cloud growth. The
downside is that they are simplified models, and tuning the parameters of such models can be a challenge,
although it can be done successfully for given purposes (Lunderman et al., 2020). There is an interesting
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exception with Nober and Graf (2005) in which no tuning is required since the parameters are computed by the
model itself, however in this case the model could be very sensitive to initial conditions. Here, we will also
introduce a simple predator‐prey model of convection. But unlike most previous models (the exception being
Neggers and Griewank (2021)), in our simple predator‐prey model, the prey and the predator are both the clouds
themselves: the deeper clouds are consuming the cloud field (as with cannibalism). This way, cloud growth does
not depend on the large‐scale state (which imposes only slowly‐varying conditions here), but on the small‐scale
interactions between clouds (more precisely, the interactions between the updraft population), which is exactly
the overlooked element to model properly in conceptual pictures and in parameterizations.

In this work, we first propose a conceptual model for cumulus clouds that allows for a gradual deepening of
precipitating convection within a diurnal cycle. Our conceptual model is based on recent evidence that shows that,
within a cumulus, multiple updrafts can develop, which allows for local moisture preconditioning. Moreover, the
role of the cold pools in the shallow–to–precipitating transition is reviewed here. Contrary to the picture that the
cold pools promote deepening due to an increase in the updrafts width (e.g., Schlemmer & Hohenegger, 2014), in
our conceptual model, the deepening is promoted due to the organization of updrafts in the sub–cloud layer, which
also explains the reduction of the total cloud cover induced by the cold pools. Second, we suggest that in our
conceptual model, the interaction between the total cloud field and the precipitating cloud field is similar to a
predator–prey interaction in a biological system, and show that, indeed, the total and the precipitating cloud fields
in a diurnal cycle of deep convection can follow a Lotka–Volterra type of interaction in idealized large–eddy
simulations. The potential role of our conceptual model in convective parameterization schemes with convec-
tive memory is also discussed at the end of this work.

2. Conceptual Model
In ourmodel, the clouds are formed due to the transport ofwater by the updrafts from the boundary layer. In contrast
with themass–flux formulation, we do not consider that every cloud, or every cloud ensemble, is described by only
one steady–state plume, but we consider that a cloud can be formed by the contribution of multiple unsteady
convective elements — such as thermals (e.g., Hernandez‐Deckers & Sherwood, 2016; Scorer & Ludlam, 1953;
Sherwood et al., 2013) or starting plumes (Pinsky et al., 2022) or other bubble‐like elements (e.g., Malkus &
Scorer, 1955; Morrison et al., 2020; Moser & Lasher‐Trapp, 2017; Vraciu et al., 2023). Indeed, the pulsating
behavior of clouds has been documented by both observational studies (e.g., Damiani et al., 2006; Harring-
ton, 1958; Koenig, 1963; Raymond & Blyth, 1989) and numerical simulations (e.g., Heus et al., 2009; Peters
et al., 2019; Sakradzija et al., 2015; Zhao & Austin, 2005), which may indicate the presence of successive
convective elements within the clouds. Each convective element transports a finite mass of water from the
boundary layer to the cloud layer, and the cloud dimension is given by the total amount of water transported by the
set of convective elements that reach the condensation level in that given place of the cloud during its lifetime,
minus the amount of cloud water that evaporates due to mixing with the environment (detrainment). The episodic
mixing model of Emanuel (1991) is in fact based on a very similar conceptual picture (see also Emanuel, 1993).
Emanuel (1991) makes very clear that in his parameterization scheme, the small convective elements within the
clouds are responsible for the convective transport: “I am explicitly attempting to represent the collective effects of
an ensemble of individual,O(100 m)–scale drafts, not of ensembles ofO(1 km)–scale clouds. These drafts, rather
than whole clouds, are regarded as the fundamental agents of convective transport.” In this picture, a cloud can be
seen as analogous to awall of bricks, and a convective element as a new brick fixed on thewall by the builder— the
clouds are seen as a collection of water elements brought by a number of convective elements during the cloud
lifetime, in which everywater element represents a brick in ourwall. This building process can be visualized for the
development of a real cumulonimbus cloud at Kjoenbongarit (2013) or for a congestus cloud at Strong (2017).

We consider here two types of clouds: (a) shallow nonprecipitating cumuli, which are those clouds with a top
close to the boundary layer depth, covering a fraction σs—this type of clouds remain shallow as they are unable to
gain buoyancy, or lose their buoyancy very quickly; and (b) convective precipitating clouds, which are clouds that
are able to gain some buoyancy and have a top much deeper than the boundary layer depth, covering a fraction σc.
For simplicity, we consider here as convective precipitating clouds those that have a top above 4 km. Therefore,
the total cloud cover is σ = σs + σc. The difference between the shallow and convective precipitating clouds is
that the shallow clouds decay only due to mixing (detrainment) into the environment, whereas the convective
precipitating clouds decay also by precipitation. Although the shallow cumuli can also lightly precipitate, we
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assume that the precipitation rate of shallow cumuli can be neglected with respect to the precipitation rate of
convective precipitating clouds.

We consider that the total mass mj of cloud j is given by:

mj =∑
n

i
δmj,i − mD,j, (2)

where δmj,i is the mass transported into the cloud j by the convective element i, n is the total number of convective
elements that contribute to cloud j during its lifetime, andmD,j is the mass lost by the cloud due to mixing with the
dry environment and precipitation. Here, by cloud mass, we refer to the mass of air within a cloud, but other
quantities might be considered as well, such as the mass of condensed particles (water plus ice), or the total
integrated condensed water path. For the whole ensemble of clouds we can write:

m =∑
j
mj = ρσΔz, (3)

wherem and Δz are the total mass and the average depth of the cloud ensemble, respectively, and ρ is the mean air
density within the clouds. Here, all masses are per unit of area, so the masses in Equation 2 have units of kg m− 2.
For the evolution of m, neglecting the time change of ρ, we thus have:

dm
dt
= ρσ

dΔz
dt

+ ρ Δz
dσ
dt
= M0 − D, (4)

where M0 is the sum of the contributions from all convective elements to the total mass flux at the condensation
level and D = d(∑jmD,j)/dt, is the rate at which the cloud ensemble loses mass due to evaporation and pre-
cipitation. Therefore, the evolution of the cloud fraction becomes:

dσ
dt
=
M0 − D
ρΔz

− σ
d( lnΔz)
dt

. (5)

For a shallow case at equilibrium, M0 − D = 0, meaning that the new mass brought into the cloud layer by the
convective elements is compensated by the detrainment into the environment. However, during the shallow–to–
deep transition, Δz increases rapidly, and the second term in the rhs of Equation 5 is positive and contributes to a
reduction of the total cloud cover. It should be noted that, during the transition, M0 − D may not be constant as
for a shallow case at equilibrium. However, it is clear that since the first term on the rhs is inversely proportional to
Δz, the contribution from M0 − D to the evolution of σ will decrease as the cloud layer depth increases. In any
case, as is going to be seen, M0 decreases during the transition, being correlated with σ, and thus, according to
Equation 5, the cloud cover further decreases. Equation 5 thus indicates that the mass conservation implies a
reduction in the total cloud fraction during the rapid shallow–to–deep transition.

2.1. Local Moisture Preconditioning

Because the moisture of the cloud environmental layer has been observed to be an important factor in the
transition from shallow to precipitating convection, some studies argue that the rapid transition from shallow to
precipitating convection can be explained by the moistening of the cloud environment by the shallow cumuli
(Holloway & Neelin, 2009; Waite & Khouider, 2010), which is known as the moisture preconditioning mech-
anism. This idea can be perhaps better understood if we consider the following plume model (Morrison, 2017):

dB
dz
= − N2 − εB − ε

gLvqsE (1 − RE)

cpTEΓ
, (6)

where B is the plume buoyancy, z is the vertical coordinate, N2 is the squared buoyancy frequency, ε is the
entrainment rate, g is the gravitational acceleration, Lv is the latent heat of vapourization, qsE is the saturation
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mixing ratio of the environment, RE is the environmental relative humidity, TE is the temperature of the envi-
ronment, cp is the specific heat of air at constant pressure, and Γ ≈ 1 + L2v qsE/ ( cpRvT

2
E) is a parameter, for which

Rv is the water vapor gas constant. The last term in the rhs of Equation 6 represents the cooling rate of the updraft
plume due to the evaporation of the cloud water that mixes with the dry environmental air. Thus, as shallow
cumuli continue to increaseRE, this term will continue to decrease, allowing the plumes to deepen the cloud layer
(Morrison et al., 2022). However, Hohenegger and Stevens (2013) showed that the moisture preconditioning acts
at time scales too long to explain the rapid transition. Note that the concept of preconditioning as formulated by
Waite and Khouider (2010) or Yano and Plant (2012b) is based on the same consideration as the mass–flux
formulation, with steady plumes that entrains air described by a mean domain value.

On the other hand, Vraciu et al. (2023) discussed the role of passive shallow cumuli in the transition from shallow
to deep convection, which can be regarded as local moisture preconditioning. As in the moisture preconditioning
mechanism described by (e.g., Waite & Khouider, 2010), the idea is that if the updraft plumes can entrain moister
air, they will be able to grow deeper due to a smaller contribution of the last term in the rhs of Equation 6.
However, the main difference is that we no longer assume a steady–state plume that entrains air only described by
a mean state, as in the mass–flux formulation, but we consider that the plumes (or any other convective elements)
have a smaller lifetime than the clouds, and are allowed to develop in the place of existing clouds. Thus, the cloud
itself provides a local preconditioning for the development of the subsequent convective elements, as also shown
by Moser and Lasher‐Trapp (2017). This process of interaction between the convective elements and the existing
clouds leads to deeper and deeper clouds. Furthermore, we can also consider that the clouds, even after a complete
decay, still leave spots of abnormally large humidity that slowly dissipate into the environment (e.g., Figure 7 of
Daleu et al. (2020)). Thus, if the convective elements reach the condensation level in the location of such spots,
they will again benefit from local preconditioning, creating deeper clouds. We may also consider that the area of
these spots is proportional to the total cloud cover at the cloud base.

Let us consider that at a given time we have a cloud field of shallow cumuli, as schematically presented in
Figure 1a. We consider that every cloud, either shallow or deep, is formed by a set of convective elements that
transported water from the boundary layer to the cloud layer. After a given time, a new set of convective elements
reaches the condensation level. Here, we have two possibilities: (a) the convective elements reach the conden-
sation level in a place where there is no cloud (or spots of large humidity), forming new shallow cumuli. This case
is schematically illustrated in Figure 1b. At the same time, some of the clouds decay during the development of the
new convective elements, and thus, we can consider that the new clouds statistically replace the old ones that died;
(b) the new set of convective elements reach the condensation level in the place of an already existing cloud, as
schematically illustrated in Figure 1c. In this case, the convective elements will transport water from the boundary
layer in a higher cloud layer, while some of the shallow clouds decay. As a result, the total cloud fraction σ
decreases, while the fraction of clouds that become convective σc increases.

As convection becomes more intense, the compensating entrainment of dry air from the cloud layer into the
boundary layer also increases, which creates a stable transition layer between the top of the boundary layer zi and

Figure 1. Deepening of a cumulus clouds due to local preconditioning. (a) Initial cloud field with five shallow cumuli.
(b) After a time, one of the clouds decays, while a new set of convective elements, that do not interact with the existing
clouds, forms a new shallow cumulus. As a result, the cloud fraction remains steady. (c) As in (b), but now the new set of
convective elements develop in the place of one of the existing clouds, forming a deeper, convective precipitating cloud. As a
result, the cloud fraction at cloud base decreases, while the cloud fraction of convective precipitating cumuli increases.
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the lifting condensation level (LCL) (Albright et al., 2022; Betts, 1976;
Neggers et al., 2006). As a result, the mass flux of the updrafts at cloud base
may also decrease as the number of convective precipitating clouds increases.
Because the non–precipitating clouds always mix with the environment due to
diffusion and turbulent mixing, we expect the air just below the base of a
given non–precipitating cloud to be moister than the air at the same height but
in a cloudless area (e.g., Albright et al., 2023). Thus, as the convective ele-
ments that develop in the place of an already existing cloud mix moister air

than those developing in the cloudless areas, we consider that the non–precipitating clouds also create hetero-
geneity in the stable transition layer (Figure 2), making easier for the convective elements to reach the
condensation level where non–precipitating clouds are already present. This alteration of the transition layer is
also supported by the findings of Vraciu et al. (2023) who showed that the fraction of convective elements that
develop where a cloud is already present is comparable with the fraction of convective elements that develop in
cloudless areas, even though the clouds only occupy a very small fractional area. Therefore, we expect the fraction
of updrafts at the cloud base to also decrease with the decrease of σ, which leads to a further reduction in σ. The
local shallow preconditioning thus leads to deeper clouds, which due to mass conservation and alteration of the
transition layer leads to a reduction in the cloud cover at cloud base.

2.2. Cold Pools Feedback

Once the clouds begin to precipitate, cold pools are formed in the boundary layer, which organize the convective
field. This organization can be seen as updrafts being larger and more organized (Meyer & Haerter, 2020;
Schlemmer&Hohenegger, 2014). This leads to further deepening of the cloud layer for two reasons: first, the larger
convective elements experience smaller entrainment (Kurowski et al., 2018; Schlemmer&Hohenegger, 2014), and
thus, are able to better preserve their buoyancy, and second,more organized convective elements facilitate the local
preconditioning, as the probability for a set of convective elements to develop in a certain place (to cluster) is larger.
Although one may argue that the cold pools lead to convective elements that are so large that they do not require
local preconditioning, Savre andCraig (2023) show that, during the transition, the increase in the updraft dimension
is negligible compared with the increase in cloud dimension, as also suggested by Kurowski et al. (2024)—there is
no updraft as large as a deep convective cloud, and thus, we argue here that cold pools essentially make the local
preconditioningmore efficient without substantially altering the properties of the boundary layer updrafts. In other
words, we still consider that a convective cloud is a result of multiple convective elements bringing water from the
boundary layer in the same location, but since the convective elements are larger and better organized, a smaller
number of convective elements are required to build a precipitating cloud. Following the analogy between clouds
and brick walls, we can picture the cold pool feedback as having sets of bricks that are already tied together, and
thus, the building process is much more efficient since the builder brings a new set of tied bricks with only one
move. Although we do not consider that it is impossible for only one convective element to create a precipitating
cloud, we consider that even in this case, the convective element will benefit from the large humidity spots created
by the non–precipitating clouds, and such a situation might rather correspond to the creation of “turkey towers”—
narrow and deep convective clouds (Figure 3), rather than the creation of congestus or cumulonimbus clouds. The
development of such a cloud can be visualized in Herzmann (2017).

In Figure 4, we illustrate the effect of the cold pools in the deepening of subsequent convection. Initially, we
consider a field of shallow and precipitating clouds. The precipitating cloud illustrated in Figure 4a precipitates,
creating a cold pool, and a new convective precipitating cloud is formed later on, as schematically illustrated in
Figure 4b. Since the convective elements are larger and more organized, more water is transported by them to
higher altitudes, which leads to a net decrease in the total cloud field. Moreover, although the cold pools trigger
new updrafts at their gust fronts (Meyer & Haerter, 2020; Torri et al., 2015), as the cold pools represent areas of
evaporatively cooled downdrafts they also inhibit updrafts from developing within these areas. The cold pools
thus make the convective elements to be fewer but stronger (e.g., Figure 15 of Kurowski et al. (2018)). Therefore,
we also expect a reduction in the updraft fraction at the cloud base due to cold pool feedback.

2.3. Predator‐Prey Model

The physical processes discussed above show that convective precipitating clouds grow at the expense of all
clouds, due to the preconditioning from all clouds (as if they were replacing shallower clouds). This suggests that

Figure 2. Schematics of non–precipitating clouds altering the transition layer
between zi and LCL.
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the transition from shallow to precipitating convection can be modeled as a predator‐prey process with convective
precipitating clouds acting as predators, and the total cloud field acting as prey. We consider that the prey is
represented by the total cloud field as both the shallow and convective precipitating clouds precondition their
local environment, as long as the convective precipitating clouds are not in the decaying precipitating stage (we
can assume that during the rapid shallow–to–precipitating transition, the fraction of clouds in the decaying
precipitating stage is much smaller than the total cloud fraction).

Here, for simplicity, we consider a very simple predator–prey model, namely the Lotka–Volterra model
(Takeuchi, 1996), given by:

dx
dt
= ax − bxy, (7)

dy
dt
= exy − f y, (8)

where x is the population of prey and y is the population of predators, and a, b,
e, and f are system coefficients. A solution of the Lotka–Volterra system is
presented in Figure 5.

In our case, we consider that the prey is played by the total cloud population at
the cloud base, which sustains the development of the deeper clouds, that act
as predators. Thus, we consider x = σ and y = σc. The Lotka‐Volterra
model for the total cloud population and precipitating clouds population can
be derived by considering a two‐layer cloud model, as schematically illus-
trated in Figure 6. We can write budget equations for the mass of cloud air
occupying the first layer, m1, and for the mass of cloud air occupying the
second layer, m2, as follows:

dm1
dt

= M0 − Mc − D1, (9)

dm2
dt

= Mc − D2, (10)

where Mc is the convective mass flux at 4 km altitude, and D1 and D2 are the
sink rates due to evaporation and precipitation of cloud masses m1 and m2,
respectively. M0 and Mc are given by:

M0 = κ1ρ1w0σ and Mc = κ2ρ2wcσc, (11)

Figure 4. Deepening of a cumulus clouds due to cold pool feedback.
(a) Initial cloud field with four shallow clouds and one convective cloud in
the decaying precipitating stage, which creates a cold pool that leads to the
development of a new convective precipitating cloud at a later time (b). At
the same time, some of the shallow clouds decay without being replaced by
new shallow cumuli. As the precipitating clouds, being deeper, occupy a
smaller fraction than the shallow cumuli, for the same amount of building
convective elements, the total cloud cover decreases.

Figure 3. Turkey tower—a deep and narrow cumulus cloud resembling a turkey. Observed over the Carpathian Mountains,
Hunedoara County, Romania.
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in which κ1 and κ2 are the proportionality coefficients between the updraft cover and the cloud cover at cloud base
and 4 km altitude, respectively, and ρ1 and ρ2 are the mean air densities in the first and second layer, respectively.
We thus consider here that the cloud cover and the updraft cover are proportional at a given level. This aspect is
tested in Appendix A showing that this is a reasonable assumption during the shallow–to–deep transition. The
masses m1 and m2 can be expressed as m1 = ρ1σΔz1 and m2 = ρ2σcΔz2, in which Δz1 and Δz2 are the depths of
the first and the second layer, respectively. Here, for simplicity, we assume that the clouds occupy the whole space
from their base to their respective layer depth, but it can also be considered that they occupy on average a fraction
constant in time. We also assume that the sink rates can be parameterized as follows:

D1,2 =
m1,2
τ
(1 − RE1,E2), (12)

whereRE1 andRE2 are the environmental relative humidity in the first and in the second layer, respectively, and τ
is the cloud lifetime. Thus, the system of Equations 9 and 10 becomes:

dσ
dt
= (

κ1w0
Δz1

−
1 − RE1

τ
)σ −

κ2ρ2wc
ρ1Δz1

σc, (13)

dσc
dt

=
κ2wc
Δz2

σc −
1 − RE2

τ
σc. (14)

Figure 5. Solution of the Lotka–Volterra system. (a) Time evolution of prey (blue solid line) and predators (red solid line);
(b) Limit cycle of the system of the predator–prey system, with x representing the prey and y representing the predators. The
cycle goes in anti‐clockwise direction.

Figure 6. Schematics for a two‐layer model of clouds. Clouds that occupy only the first layer between LCL and 4 km altitude
are assumed to be non‐precipitating shallow cumuli, while the clouds that occupy both layers are assumed to be convective
precipitating clouds.
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Ifwc is proportional to the total cloud cover, then we obtain the Lotka‐Volterra model. The updraft velocitywc can
be modeled as follows:

wc = a0 F(RE1,σ)
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2CAPE

√
, (15)

where a0 is a constant and F is a function of RE1 and σ, assumed to represent the local preconditioning. The
probability for an updraft to develop within a preexisting cloud can be assumed to be proportional to the total
cloud cover σ, and thus, we can consider that F∝ σ. Thus, as a very simple parameterization, we can consider that
F can be parameterized as F = cRϵ

E1σ, in which c is a parameter associated with the cloud‐updraft interaction,
and ϵ is a positive exponent. We thus expect c to depend on the degree of convective organization. The
parameterization of the function F is based on our conceptual model and justified in Appendix B. Therefore, we
obtain the Lotka‐Volterra system of Equations 7 and 8 with the coefficients a, b, e, f given by:

a =
κ1w0
Δz1

−
1 − RE1

τ
,

b = κ2a0c
ρ2

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2CAPE

√

ρ1Δz1
Rϵ
E1,

e = κ2a0c
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2CAPE

√

Δz2
Rϵ
E1,

f =
1 − RE2

τ
.

The first term in the rhs of Equation 13 represents the difference between the source of new convective elements
from the boundary layer and the decay of the old clouds due to the mixing with the environment and precipitation.
In the absence of precipitation, all the clouds are shallow. As shallow cumuli moisten their environment, we
expect the shallow cloud cover to increase as the lifetime of the clouds increases due to mixing with moister and
moister air. Thus, in the absence of precipitation, the shallow cloud cover grows exponentially, which might
correspond to a cumulus–to–stratiform transition, rather than the case considered here. The second term repre-
sents the decay in the cloud cover due to interactions between precipitating clouds and the rest of the cloud
population. Note that this term is associated with the time scale of the shallow to deep transition, with larger
values of b representing shorter transition times. Here, the interaction coefficient b is proportional to the lower
troposphere relative humidity at the power ϵ and to the squared root of CAPE. Wu et al. (2009) have shown that
indeed these two quantities control the transition time. The first term on the rhs of Equation 14 represents the
growth of convective precipitating clouds for the same physical arguments as for the second rhs term of the prey
equation. Lastly, the last term in the rhs of Equation 14 represents the decay rate of convective precipitating
clouds due to precipitation and dissipation into the environment. An important limitation of the Lotka–Volterra
model, however, is that predators cannot be created from nothing, and thus, σc must be initialized with a nonzero
value. Note that the predator–prey system described here comprises cannibalism as the total cloud population,
including precipitating clouds, acts as prey for the precipitating cloud population. Although more realistic and
accurate predator–prey models may be derived, here we consider the Lotka–Volterra model for its simplicity.
Note that we obtained the Lotka–Volterra model by assuming F∝ σ in Equation 15, but one may consider for
example, that F∝ σγ, in which γ is a positive parameter. In addition, instead of considering the parameterization
for wc given by Equation 15, one may also model the updraft velocity wc considering a plume model with cloud–
updraft interaction, as proposed by Vraciu et al. (2023), obtaining thus a mass–flux–type of parameterization with
cloud–updraft interaction. However, in this work, we only consider the Lotka–Volterra model and leave such a
development for future work.

3. Tests and Extensions of the Predator‐Prey Model
3.1. LBA Transition Case

Results obtained from a high‐resolution large–eddy simulation (LES) were analyzed in order to test our hy-
potheses. The model configuration constitutes an idealization of the original Large–scale Biosphere–Atmosphere
(LBA) case described in Grabowski et al. (2006) with initial conditions and forcings taken from Böing
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et al. (2012). The relative humidity was held constant and equal to 80% up to an altitude of 6,000 m, and then
decreased linearly to 15% at 17,500 m. The potential temperature was computed from a prescribed lapse rate
following a simple function of altitude, while horizontal winds were initially set to 0 m s− 1 everywhere. Latent
and sensible surface heat fluxes were held constant throughout the simulation and equal to 343Wm− 2 and 161W
m− 2 respectively, which corresponds to the diurnal averages of the time‐dependent fluxes imposed in Grabowski
et al. (2006). Horizontal winds were nudged back to their initial values with a time scale of 6 hr over the course of
the simulation, but no other external forcing (including radiation and large‐scale advection) was imposed.

The simulation was performed using the MISU‐MIT Cloud and Aerosol model (MIMICA; Savre et al., 2014) as
described in Savre and Craig (2023). The numerical domain extends over 102.4 km in both horizontal directions,
and the upper boundary is situated 14,250 m above the surface. The horizontal grid spacing is equal to 100 m in
both directions, while the vertical grid spacing is constant and equal to 25 m below 1,500 m, but increases
geometrically above to reach ∼400 m in the topmost grid layer. Lateral boundaries are periodic, whereas the
surface is considered as a free‐slip boundary (no momentum fluxes).

The simulation was continued over a period of 10 hr, during which time‐dependent variables were extracted every
minute. The first clouds are observed 1 hr after the start of the simulation, whereas the onset of surface pre-
cipitation occurs 1.5 hr later. Overall, the transition from shallow‐to‐deep convection happens progressively over
the first 7 hr of simulation. In Figure 7a, the mean cloud base and mean cloud top altitudes are shown. Here, the
mean cloud base is defined as the level at which the cloud cover is maximum, and the mean cloud top is defined as
the first vertical layer from the top where the condensed water mixing ratio exceeds 10− 3 g kg− 1. Clouds are
identified at locations where the condensed water mixing ratio exceeds a threshold of 10− 3 g kg− 1. In addition, the
LFC is also represented. As one may see, after around 3 hr the mean cloud base altitude is almost identical to the

Figure 7. Shallow–to–deep transition in the idealized LBA case. (a) Time series of mean cloud top (red solid line), mean
cloud base (blue dashed line), and level of free convection (green dotted line). (b) Time series of convective available
potential energy (black solid line) and convective inhibition (blue dotted line). The time series of the convective mass flux at
cloud base and of cloud water path are also plotted in (c) and (d), respectively.
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LFC. The time evolution of CAPE and CIN is also represented in Figure 7b. CIN becomes very small after 2 hr,
gradually increasing during the shallow–to–deep transition to about 10 J kg− 1. Here, we consider the shallow–to–
deep convection transition to begin 2.5 hr after the start of the simulation. During the transition, CAPE increases
from about 1600 J kg− 1 to about 2000 J kg− 1. In Figure 7c, the mass flux at the cloud based during the simulation
is also shown. Here, the mass flux is computed considering only the grid cells in which the vertical velocity is
above a threshold of 0.1 m s− 1. As one may see, during the transition, the mass flux also decreases, as also shown
by Kurowski et al. (2018), and thus, the first term in Equation 5 might also contribute to the decrease in the total
cloud fraction, as explained in Section 2. In addition, the time series of the cloud water path (CWP) is shown in
Figure 7d.

The total cloud cover σ and cloud cover associated with precipitating convection σc that will be used to validate
the predator–prey model are defined as follows. The total cloud cover is computed as the ratio between the
number of grid cells identified as cloudy at the mean cloud base altitude to the total number of grid cells at that
level. The cloud cover of convective precipitating clouds is defined following the same procedure but 4 km above
the surface. In Figure 8a, simulated total and precipitating cloud covers are shown together with a solution of the
Lotka–Volterra model in which the cloud fraction at cloud base (total cloud population) is assumed to act as prey,
and the cloud fraction at 4 km (precipitating cloud population) is assumed to act as predator. The Lotka–Volterra
model is solved using the simple Euler method with 104 iterations (a convergence test with 103 iterations has been
performed, showing no significant difference). Here, the Lotka–Volterra model is represented only to show the
predator–prey characteristic of the system, and thus, no objective tuning of coefficients against the LES data has
been performed: the coefficients were simply chosen to visually match the LES data. Note that in this paper, we do
not try to find the optimal values for the model coefficients, since it is a difficult task (Lunderman et al., 2020) and
would require using many different LES simulations for various meteorological situations: it is out of scope for
this paper, which just tries to show that the predator‐prey model is a valid model to consider. As can be seen from
Figure 8a, even a very simple predator–prey system can model reasonably well the rapid transition from shallow
to deep continental convection, however, far from being a perfect model. As speculated above, σc can indeed act
as a predator. We show in particular that the cloud cover decreases as the fraction of convective clouds at a higher
level increases. Later, as the total cloud cover decreases, the number of clouds that provide local preconditioning
for the subsequent convection also decreases, and thus, the population of predators (precipitating clouds) will
decrease as they no longer have enough prey to feed on.

Because the cloudy updrafts are regarded as the fundamental agents of vertical convective transport in the mass–
flux parameterization, we also analyze here the predator–prey characteristics of cloud cover with clouds identified

Figure 8. Lotka–Volterra model (solid lines) versus LES data (dotted lines) for the LBA transition case. (a) Cloud cover at the cloud base as prey (blue lines) and cloud
cover at 4 km height as predators (red lines). (b) As in (a) but for cloudy updraft cover. For the Lotka–Voltera model, the following coefficients are considered: a = 0,
b = 3 ⋅ 10− 3 s− 1, e = 3.5 ⋅ 10− 3 s− 1, f = 2.5 ⋅ 10− 4 s− 1 (a); and a = 0, b = 3 ⋅ 10− 3 s− 1, e = 4 ⋅ 10− 3 s− 1, f = 2 ⋅ 10− 4 s− 1 (b). The initial conditions are set to 0.135 for
the cloud cover at the cloud base, 0.1 for the cloudy updraft cover at the cloud base, and 10− 3 for the cloud cover and for the cloudy updraft at 4 km. Here, the initial time is
set to 2.5 hr after the start of the simulation.

Journal of Advances in Modeling Earth Systems 10.1029/2024MS004630

VRACIU ET AL. 12 of 24

 19422466, 2025, 2, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2024M

S004630, W
iley O

nline L
ibrary on [19/02/2025]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



based on an additional updraft criterion. Here, a threshold of 0.1 m s− 1 is used to identify the cloudy updrafts. The
predator–prey characteristics of cloud cover based on this additional updraft criterion (cloudy updraft cover) are
presented in Figure 8b. As speculated above, the cloudy updraft cover also follows predator–prey characteristics,
like the total cloud population, as indeed the updraft cover and the cloud cover are proportional. The predator–
prey characteristics can be seen from the fact that the cloudy updraft cover at cloud base decreases as the cloudy
updraft cover at 4 km increases in the first part of the transition. This is followed by a decrease in the cloudy
updraft cover at 4 km as the number of prey becomes too small. Note that Yano and Plant (2012b) argue that
during the shallow–to–deep transition, as CAPE increases, the cloudy updraft cover at cloud base also increases,
but without giving any physical argument to support this assertion. However, it is quite clear from Figure 8b that
for the rapid shallow–to–deep transition discussed here, the cloud cover at the cloud base exhibits a decrease
during the transition, even though CAPE does increase.

As a first order approximation, we can consider that the surface precipitation rate P is directly proportional to σc.
Similar to Koren and Feingold (2011), we may therefore replace σc with P in Equations 7 and 8, thus considering
that the surface precipitation rate acts as a predator that preys on the total cloud fraction. We then expect to see a
time series for the cloud–precipitation system resembling that displayed in Figure 5a, and a solution for the cloud
cover and precipitation rate similar to the one shown in Figure 5b.

In Figure 9, the time series of cloud cover at cloud base and surface precipitation rate are presented, together with
a solution of the Lotka–Volterra model in which the cloud fraction at cloud base is assumed to act as prey, and the
surface precipitation rate is assumed to act as predator. The surface precipitation rate displayed in Figure 9
represents the domain–averaged surface precipitation rate. Indeed, the cloud–precipitations system exhibits
predator–prey characteristics during the rapid shallow–to–deep transition, as speculated above. Although not
perfect, the Lotka–Volterra model does seem to represent reasonably well the interaction between clouds and
precipitation.

3.2. Extension to a Three Species Model

An extension to a three species model can be made by considering that the convective precipitating clouds can be
further classified as congestus and cumulonimbus clouds. Here, we consider that the congestus clouds are those
clouds with a top between 4 and 8 km, whereas the cumulonimbus clouds have a top above 8 km. Therefore, we
consider that the cloud cover at the cloud base (total cloud population) acts as prey for the cloud cover at 4 km σc
(convective precipitating cloud population), which also represents the prey for the cloud cover at 8 km σcb
(cumulonimbus cloud cover). Hence, we have the following predator–prey system:

dσ
dt
= β1σ − β2σσc, (16)

Figure 9. As in Figure 8 but the with surface precipitation rate acting as predators. For the Lotka–Voltera model, the following coefficients are considered: a = 0,
b = 1.5 ⋅ 10− 4 hr mm− 1 s− 1, e = 3.5 ⋅ 10− 3 s− 1, f = 2 ⋅ 10− 4 s− 1 (a); and a = 0, b = 1.5 ⋅ 10− 4 hr mm− 1 s− 1, e = 5 ⋅ 10− 3 s− 1, f = 2.1 ⋅ 10− 4 s− 1 (b). The initial surface
precipitation rate is set to 10− 3 mm hr− 1.
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dσc
dt

= β3σσc − β4σcσcb − β5σc, (17)

dσcb
dt

= β6σcσcb − β7σcb, (18)

where β1–β7 are system coefficients. A solution to this system is presented in Figure 10, together with time series
of cloud cover at the cloud base (Figure 10a), 4 km (Figure 10b), and 8 km (Figure 10c), from the LBA transition
case described above. Comparing the LES data for the cloud cover at these three levels with the solution of the
Lotka–Volterra model, the system seems to exhibit predator–prey characteristics with three species.

A further extension to nz species, where nz represents the number of vertical levels used by the parent numerical
model, follows immediately. For the updraft fractional area σk at the vertical level k, we now have:

dσk
dt

= ak,k− 1σkσk− 1 − ak,k+1σkσk+1 + rkσk, (19)

where ak,k − 1, ak,k+ 1, and rk are system coefficients. The number of species represents the number of vertical
levels of the parent numerical model between LFC and the equilibrium level.

Figure 10. Three species Lotka–Volterra model (solid lines) versus LES data (dotted lines) for the LBA transition case.
(a) Cloudy updraft cover at the cloud base as prey (blue lines); (b) Cloudy cover at the 4 km height representing the
convective fractional area of congestus and cumulonimbus clouds; (c) Cloudy cover at the 8 km height representing the
convective fractional area of cumulonimbus clouds. For the Lotka–Voltera model, the following coefficients are considered:
β1 = 0, β2 = 3.8 ⋅ 10− 3 s− 1, β3 = 3.8 ⋅ 10− 3 s− 1, β4 = 10− 2 s− 1, β5 = 2 ⋅ 10− 4 s− 1, β6 = 1.7 ⋅ 10− 2 s− 1, β7 = 10− 6 s− 1. The
initial conditions are set to 0.11, 10− 3, and 10− 4 for the cloudy updraft cover at the cloud base, at 4 km, and 8 km, respectively.
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3.3. LBA Transition Case With Suppressed Cold Pools

As discussed in Section 2, in our conceptual model, the predator–prey characteristics for the shallow–to–deep
transition is due to the local moisture preconditioning, with the cold pool feedback only acting as a reinforce-
ment. Thus, we argue that predator–prey behavior is expected even in the absence of the cold pools. To test this
aspect, an additional simulation with suppressed cold pools is performed. The strategy proposed by Böing
et al. (2012) was adopted here whereby potential temperature and water vapor mixing ratio tendencies below
cloud base are nudged to their horizontally averaged values with a time scale of 10 min.

In Figure 11a, the mean cloud top, mean cloud base, and LFC are presented. The mean cloud top for the case with
active cold pools is also presented here to better appreciate the cold pool feedback in the shallow–to–deep
transition. As expected, the transition is slower for the case with suppressed cold pools, although there is not a
large difference between the mean cloud top for the two cases in the first part of the transition, during which we
argue that the role of local preconditioning is the main mechanism responsible for the transition. As another
interesting aspect, in this case, the LFC is lower than the mean cloud base during the shallow–to–deep transition.
As in the case with active cold pools, we consider that the transition starts at 2.5 hr after the start of the simulation,
but the cloud top does not reach a maximum even after 10 hr, at the end of the simulation. The time series for
CAPE and CIN is represented in Figure 11b. Although CAPE increases in a similar fashion to the case with active
cold pools, CIN reaches a minimum after around 2.5 hr, remaining rather constant during the transition, at a value
of about 1.5 J kg− 1. In addition, LFC is also much lower in the case with suppressed cold pools (around 0.7 km)
than in the case with active cold pools (around 1 km). The convective mass flux at cloud base and the CWP are
also shown in Figures 11c and 11d, respectively. As one may see, the cold pools contribute to the reduction of the
mass flux at the cloud base during the transition, but also to a more rapid deepening of the cumulus clouds.

Figure 11. As in Figure 7, but for the case with suppressed cold pools. The mean cloud top for the case with active cold pools
is also displayed in (a) with red dotted line. Similarly, the convective mass flux at cloud base and cloud water path for the case
with active cold pools are also plotted in (c) and (d), respectively, with dotted lines.
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In Figure 12, the cloudy updraft covers at cloud base, 4 km, and 8 km, are represented for the case with suppressed
cold pools, together with a solution of the three species Lotka–Voltera model. As speculated, even without cold
pools, the system seems to exhibit predator–prey characteristics. In order to appreciate the role of the cold pool
feedback in the transition, we also represent the cloudy updrafts covers for the case with active cold pools. As we
expected from the conceptual model, without cold pool feedback the predators are not that efficient in preying on
the total cloud population, and thus the cloud cover at the cloud base does not decrease as fast as the cloud cover
for the case with active cold pools, while the populations of convective precipitating clouds and cumulonimbus
clouds are not able to grow as fast and as much as for the case with active cold pools. Moreover, with suppressed
cold pools, a larger number of updrafts are able to reach the condensation level as CIN is lower and there is no
organization of the updraft field in the boundary layer.

Although there is a significant difference in the number of cumulonimbus clouds between the two simulations, it
is clear that the deepening of cumulus convection is possible even without cold pools feedback. This aspect,
together with the predator–prey characteristics of the case with suppressed cold pools, indicates that the local
preconditioning plays a major role in the shallow–to–deep transition, as also argued by Vraciu et al. (2023), and
we believe that much more attention should be given to the local moisture preconditioning, and to the interplay
between the local preconditioning and cold pools feedback during the transition from shallow to precipitating
convection. We schematically present the feedback loops between the clouds and cold pools in our conceptual
model on Figure 13. A negative feedback loop between the total cloud cover and precipitating cloud cover is
possible without the presence of the cold pools, due to local preconditioning and mass continuity, implying a

Figure 12. As in Figure 10, but for the case with suppressed cold pools. The cloudy updraft covers for the case with active
cold pools are also displayed here with dotted lines, while the cloudy updraft covers for the case with suppressed cold pools
are represented with dashed lines. For the Lotka–Voltera model, the following coefficients are considered: β1 = 0,
β2 = 2.5 ⋅ 10− 3 s− 1, β3 = 2.5 ⋅ 10− 3 s− 1, β4 = 10− 2 s− 1, β5 = 1.7 ⋅ 10− 4 s− 1, β6 = 1.3 ⋅ 10− 2 s− 1, β7 = 2 ⋅ 10− 5 s− 1. The initial
conditions are set to 0.12, 10− 3, and 10− 4 for the cloudy updraft cover at the cloud base, at 4 km, and 8 km, respectively.
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predator–prey–type of interaction between the two. As the precipitating
clouds start to precipitate in their decaying state, cold pools are formed in the
boundary layer, which have a positive effect on the population of precipitating
clouds, but also a direct negative effect on the total cloud cover due to the
suppression of updrafts in the cold pools, as discussed in Section 2.2. As the
cold pools have a positive feedback on the population of precipitating clouds,
due to mass continuity, the cold pools also have an indirect negative effect on
the total cloud cover, as also schematically illustrated in Figure 4. Here, the
blue arrow from the cold pools points toward local preconditioning, as in our
conceptual model the cold pools, through the organization of updrafts, in-
crease the probability of updrafts feeding into preexisting clouds, and thus,
leading to a larger degree of local preconditioning, as also discussed in
Section 2.2. Therefore, the interaction coefficients β2, β3, β4, and β6 are larger
for the case with active cold pools. Overall, the cold pools amplify the

feedback loop between the total cloud cover (prey) and the precipitating cloud cover (predator), which can be seen
as making the predators more efficient in catching the prey. In this sense perhaps, the cold pools may be seen as
mountains forcing the prey and predators to live into narrow valleys (the gust fronts), thus facilitating the in-
teractions between them. The decay coefficient β5, associated with the decaying rate of congestus clouds, is also
larger in the presence of the cold pools. Without further analyses, we can only speculate that this is due to the fact
that the stronger cumulonimbus clouds forming in the presence of cold pools lead to larger subsidence of dry air
into the lower parts of the troposphere, thus making congestus clouds more susceptible to evaporation through
lateral entrainment (Equation 12). On the other hand, the decay coefficient β7, associated with the decaying rate of
cumulonimbus clouds, is smaller for the case with active cloud pools, which might indicate the fact that because
the cumulonimbus clouds are wider in the presence of the cold pools (Schlemmer & Hohenegger, 2014), they are
less susceptible to mixing with the environment.

3.4. Complete Diurnal Cycle

To see if within a complete diurnal cycle the cloud–precipitation system exhibits predator–prey characteristics,
we consider here the idealized case reported in Jensen et al. (2022) that is openly available at Haerter (2021). The
reader is referred to Jensen et al. (2022) for case description and methodological details. In a complete diurnal
cycle, we can no longer ignore the contribution of the surface heat flux on σ. Thus, we can no longer assume that
the Lotka–Volterra system, in which the coefficients a, b, e, and f are assumed constant, can describe the
interaction between the cloud cover and precipitation rate. However, during the transition from shallow to pre-
cipitation convection, we still expect to see a predator–prey type of interaction.

In Figure 14, the LES data for cloud cover and surface precipitation from Jensen et al. (2022) are represented. In
the morning, during the onset of the shallow convection, the cloud population increases as more and more updrafts
are able to overcome the transition layer and reach the condensation level, and thus, the evolution of the cloud
fraction is dominated by the diurnal forcing associated with the surface fluxes. As CIN approaches zero, the
transition from shallow to precipitation convection starts, and indeed, during this short period, we see predator–
prey characteristics in the cloud–precipitation system (Figure 14a), which correspond to the upper–right portion
of the limit–cycle (Figure 14b). Thus, during the transition, in agreement with our conceptual model, the cloud
fraction decreases as the precipitation rate increases, which in turn leads to a reduction in the precipitation rate.
During the evening, the surface heat flux is unable to provide enough energy into the system, and CIN is slowly
restored. Thus, the cloud fraction decreases as the clouds that decay are no longer replaced by new active clouds,
and the cloud population is again controlled by the diurnal forcing.

Although Figure 14 suggests that even within a complete diurnal cycle the system exhibits predator–prey
characteristics, our simple Lotka–Volterra model is only able to represent the transition phase happening dur-
ing the day. The model is indeed unable to represent the simultaneous decay of both shallow and deep cumuli at
night when the reduced surface fluxes cannot sustain convection. A predator–prey model that takes into
consideration this diurnal forcing might however be designed and adjusted to reproduce the complete diurnal
cycle of cloud and precipitation. A possible path toward such a system might be the use of the predator–prey
system derived in Section 2.3 but with additional dynamical equations for w0, CAPE and RE in which a, b, e,
and f are no longer constants. Such a development will be considered in future work.

Figure 13. Schematics of feedback between the clouds and cold pools. The
blue arrow denotes a positive causality, while the red one denotes a negative
causality.
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4. Discussion and Conclusions
In this study, we consider that the cumulus clouds are formed due to the upward transport of water vapor from the
boundary layer by multiple convective elements, as suggested by empirical evidence. As the clouds themselves
precondition their local surroundings for the subsequent convective updrafts, it is considered that the convective
precipitating clouds act as predators, eating from the total cloud fraction that sustains their growth. As the clouds
become deeper, the total cloud fraction decreases, and thus, the total cloud population can be seen as the prey
population in a predator–prey system. It is also argued that the cold pool feedback acts as a reinforcement
mechanism, leading to more clustered convection. The conceptual picture for the shallow‐to‐deep convection
reminds us of the transition from unorganized to aggregated convection, but at a smaller scale. Therefore, we argue
that the very complex cloud dynamics in the rapid shallow–to–deep transition of atmospheric convection can be
described by the very simple Lotka–Volterra predator–prey system if it is assumed that the change in the large–
scale state is slow enough during the transition. We tested a simple predator–prey model against idealized high–
resolution LES data, showing good agreement between them. To isolate the role of local moisture precondition-
ing from that of cold pool feedback, we also consider a twin LES simulation with suppressed cold pools. In
agreement with our conceptual model, the transition displays predator–prey characteristics even without cold
pools, which might be an indication that the local preconditioning plays an important role in the shallow–to–deep
transition. Finally, we discuss the complete diurnal cycle of deep convection, showing that the cloud population
also exhibits a predator–prey–type of behavior in this situation.We consider that future research is required to study
in depth every causality implied by our study, which might help us better understand the complex process of storm
formation and convective organization.

Figure 14. Large‐eddy simulation of the cloud–precipitation system in a complete diurnal cycle from Jensen et al. (2022).
(a) Time series for cloud fraction (blue solid line) and surface precipitation rate (red solid line) for three complete diurnal
cycles. The surface heat flux is also represented for reference (dotted black line). (b) Limit–cycle of the cloud–precipitation
system for the complete simulation (10 days), except the first 2 days, which are considered spin–up time.
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In a diurnal cycle of deep continental convection, the predator–prey model assumes a gradual transition to deep
convection instead of assuming an instantaneous deep convection triggering. The majority of current mass–flux
schemes for deep convection consider a constant fractional area occupied by the convection, either explicitly or
implicitly. However, in a rapid transition from shallow to precipitating deep convection, the environmental state
only exhibits a small change, and the convective mass–flux is primarily controlled by convective fractional area
and not by the vertical velocity. Therefore, our predator–prey model may be implemented for such a case by
replacing the mass–flux predicted by the deep convection scheme Mć with an adjusted mass–flux Mc,adj, as
follows:

Mc,adj =
σc
σć
Mć, (20)

where σc is the fraction of convective precipitating clouds from the predator–prey model, and σć is the constant
fractional area assumed by the deep convection schemes. If the scheme does not assume a fractional area in an
explicit way, then a constant value for σć must be prescribed. Therefore, a predator–prey model may be imple-
mented in a weather prediction or climate numerical model, obtaining a cumulus parameterization scheme with
convective memory, that is based on a more realistic conceptual picture than the traditional mass–flux formu-
lation, that goes beyond the one‐cloud equals one‐updraft framework. It should be noted, however, that this
implementation cannot be made if the deep convective scheme already has a parameterization for the cold pool
feedback (e.g., Rio et al., 2009; Suselj et al., 2019), as this would lead to a “double counting” of the cold pools
effect. Such an implementation, however, can only be made during the shallow–to–deep transition, as it is
considered that the environment does not change substantially. Therefore, the predator–prey model must only be
turned on when the conditions for deep convection onset are met and turned off after deep convection fully
develops. Moreover, as shown in Section 3.2, the predator–prey system can be further generalized, to predict the
convective fractional area at every vertical level of the numerical model. Future research is required to find the
most appropriate predator–prey system for the shallow–to–deep transition and to tune the various coefficients
introduced by the model.

As another very important contribution of the present conceptual model, a unified convection–cloud picture is
described in which both clouds and convective elements interact with each other. Thus, the present predator–prey
model also provides a parameterization for the total cumulus fraction, a problem notorious for the climate pro-
jections (e.g., Vogel et al., 2022). In addition, a complete unified parameterization might be built based on the
principles introduced here by considering the prognostic system of Equations 10 and 14 for the cloud fractions,
and a bulk plume model that considers the local preconditioning to model the updraft velocity wc, as proposed for
example, by Vraciu et al. (2023). Furthermore, note that by considering the system of Equations 10 and 14, the
boundary layer control of deep convection is implicit, in contrast with the traditional mass–flux formulation in
which a boundary layer control, although considered by many modern parameterizations, might be in fact
inconsistent with the steady–state plume model of the mass–flux formulation (please refer to Yano et al. (2013)
for a detailed discussion of this issue). Such a development is not presented here but left for future work.

Appendix A: Proportionality Between Cloud Cover and Updraft Cover
An important step in the derivation of the Lotka–Volterra model in Section 2.3 is the assumption that the updraft
cover and the cloud cover are proportional, considered in Equation 11 at both cloud base and at 4 km altitude. In
Figure A1, the cloud cover and the cloudy updraft cover are represented for the two LBA transition cases analyzed
in Section 3. The figure shows that indeed the updraft cover is proportional to the cloud cover at both cloud base
and at 4 km altitude, with a proportionality coefficient of about 0.8.
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Appendix B: The Parameterization of Function F(RE1,σ)
In Section 2.3 we consider that the updraft velocity at the base of the second layer is given by Equation 15, where
F(RE1,σ) is a function assumed to represent the local preconditioning in our conceptual model. In the first layer
we consider two types of updrafts: (a) interacting updrafts: updrafts developing within preexisting clouds, as
discussed in Section 2, and (b) non‐interacting updrafts, developing in the dry environment. Thus, the vertical
velocity wc can be written as a mean over the two types of updrafts, as follows:

wc =
wc,niσc,ni + wc,iσc,i

σ0
, (B1)

where wc,ni and σc,ni are the vertical velocity and fractional area of the non‐interacting convective updrafts,
respectively, wc,i and σc,i are the vertical velocity and fractional area of the interacting convective updrafts,
respectively, and σ0 is the updraft fractional area in the first cloud layer. Here, the updrafts velocities are evaluated
at the top of the first cloud layer (base of the second cloud layer), and the updraft fractional area are assumed
constant through the first cloud layer, and thus, they can be evaluated at the base of the first layer. As argued in
Section 2, we consider that the precipitating cumulus clouds are formed by the contribution of multiple convective
elements contributing to their development, and thus, we argue that the updrafts at the base of the second cloud
layer are mostly interacting, implying that wc,niσc,ni ≪wc,iσc,i, which gives wc ≈ wc,iσc,i/σ0. We further assume
that the fraction of interacting updrafts is proportional to the cloud cover at the cloud base as:

σc,i = pintσ0σ, (B2)

where pint represents a parameter associated with the interaction probability between the updrafts and the pre-
existing clouds. If the updrafts develop in completely random placed at LCL, then pint = 1, but if the preexisting
clouds make it easier for the updrafts to reach LCL in their places, as argued in Section 2.1, then the updrafts will
“prefer” to develop within the preexisting clouds, implying that pint > 1. Considering that wc,i is proportional to
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2CAPE

√
, we obtain:

wc = pintσa0
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2CAPE

√
, (B3)

Figure A1. Cloudy updraft cover versus cloud cover at cloud base (a), (b) and at 4 km altitude (c), (d) for the LBA transition
case with active cold pools (a), (c) and for the LBA transition case with suppressed cold pools (b), (d).
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where a0 is a parameter associated with the entrainment and pressure gradients upon the convective elements. The
interacting updrafts interact with passive cloud volumes (PCVs) (Vraciu et al., 2023). The PCVs are subject to
evaporation into the environment at a rate that strongly depends on the environmental relative humidity.
Therefore, the lifetime of the PCVs in the first cloud layer depends on RE1. Thus, the parameter pint must also
depend on the lifetime of the PCVs τPCV and the time between two consecutive updrafts τup. If τPCV < τup, then the
PCVs are already dissipated at the time a subsequent updraft reaches LCL, and thus, pint = 0. On the other hand,
if τPCV ≫ τup, we expect pint → 1/σ, as any updraft will develop within a PCV created by the previous updraft.
Note that τPCV ≫ τup corresponds to a case in whichRE1 = 100% and σ → 1. Therefore, we consider that pint is a
function of the environmental relative humidity as:

pint = cRϵ
E1, (B4)

where c is a parameter associated with convective organization and ϵ is a positive exponent. Combining thus
Equations B3 and B4, we obtain:

wc = a0c
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
2CAPE

√
Rϵ
E1σ. (B5)

Data Availability Statement
The LES data presented in Sections 3.1 and 3.2 of this work are openly available at Savre (2023a), while the data
presented in Section 3.3 are available at Savre (2023b). The data presented in Figure 14 are openly available at
Haerter (2021).
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